
Why this project? 

  
 
Machine learning (ML) is a field which has been growing rapidly since its inception in the 1990s. 
Embedded systems are simple, low-power computers which work closely with mechanical parts 
(i.e. a washing machine). Embedded systems have seen less development in this field than other 
more powerful computers. Exploring the potential of embedded systems in this direction could 
lead to a whole slew of benefits. For example, developments in security systems, with facial 
recognition models being able to work without communication with external servers, solely 
running on cheaper, low-powered hardware. Over the course of this project, I explore a potential 
solution to further progress embedded machine learning. 
 
To tackle this, I set out to create a small robot which would take an input, process it with a machine 
learning algorithm, and produce an output. I was drawn to the idea of face recognition due to its 
increase in popularity in consumer electronics as a security measure. This assured me that the 
existing information and technologies I would need to make this possible would be more 
widespread and robust. Following this, I thought the simplest output I could create from this would 
be an image. Thus, I had the idea to create a small robot that would perpetually carry out the 
following: 
 

 Capture an image 

 Pass the image through a face detection algorithm 

 Depending on the result, take one of three actions: 
o If no face is detected, move on to the next image. 
o If a face is detected but is far from the centre of the image, motors will adjust the 

camera to rectify this. 
o If a face is detected and it is near the centre of the image, the image will be saved. 

 
In addition to carrying out this project as part of my Henry Morris Award, I completed an Extended 
Project Qualification (EPQ) simultaneously. An EPQ is an independently managed project in which 
participants must use a range of skills to achieve their objectives and document their outcomes. 
Over the course of the project, participants may receive suggestions from their EPQ ‘mentor’, 
which is a teacher responsible for providing oral feedback on a participant’s work over the course 
of the project. EPQs are classed as Level 3 qualifications, being worth up to half an A Level. 
 
 

 

 

 

 

08/03/2024 

 

To begin figuring out the details of the tasks I have to do and the order I must complete them in, I 

made an initial timeline for the project (Fig. 1). I have omitted a total of four weeks due to 

significant disruptions that will take place on those weeks, including: the medical device challenge 

project, work experience and mock exams. This links to the skill of time management which I 

ambition to develop over the course of this project, as I have begun to practice methods to organise 

my time more effectively. 



 

 

14/03/2024 
 

In January of 2024, I submitted a proposal for funding from the Henry Morris Memorial Trust to 

support my project. In this proposal, I provided an initial proposed list of components I would 

require (Table 3). Over the past 2 months, I have reflected on this component selection, and I have 

created an updated list of components for the interview (Fig. 3). These are being compiled in a 

PowerPoint slideshow. I modified the layout of the initial Gantt chart to facilitate readability during 

the Henry Morris award interview (Fig. 2).  

 

 

 

15/03/2024 

 

I made some minor changes to the presentation of the Gantt chart shown in the entry for 

14/03/2024, notably the second row has been omitted, because I think it’s irrelevant to the 

interview. The updated chart (Fig. 4) is shown in Figures. 

 

17/03/2024 

 On the 16th of March 2024, I attended the Henry Morris Award interview and presented my ideas in 

this final stage of applying for funding. I will be notified of their verdict in a few days. 

 

12/04/2024 

Progress has been delayed by some obstacles. Namely, I did not  foresee the effect that my practice 

expedition for the Duke of Edinburgh award would have on the development of my project. 

Spanning the length of time I would need to prepare for the practice expedition travel days, and the 

activities. The practice expedition occupied a substantial part of the Easter holidays. Consequently, 

the entire timeline has been delayed by a week, with ordering parts taking place today. Over the 

coming week the components will begin to arrive through the mail. During this time, I will  

familiarise myself with the components and interfacing them with each other. 

 

I also revised my Gantt chart considering these delays (Fig. 5) 

 

To prevent future disruptions such as these I will  follow my timeline more faithfully and be more 

vigilant of new or overlooked events in the future. 

 

 

17/04/2024 

 

Since the camera modules and mounting bracket will not arrive in the mail until the 20th of April, I 

have decided to begin familiarising myself with the parts that had arrived so far. I have successfully 

interfaced one of the servo motors with the Arduino (Fig. 8, 9) and studied the documentation for 

the servo motor library(Martino Facchin, no date) for the Arduino API. I subsequently made a 

simple program that commands the servo motor to slowly turn 180 degrees in intervals of 30 

degrees every 100 milliseconds. As my experiments continued, I attempted to use the breadboard 

power supply for one of the servo motors, as I had planned initially to have an external power 

source for the motors. Despite the power supply indicating an input voltage of 7-12V and an output 

of 5V, the motor stopped working shortly after I attempted to use the power supply. I am unsure 

why this happened, but I suspect it may have been caused by using a 9V battery for the power 
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supply while using a motor that is made for use between 3.3-6V. I will investigate this further on the 

19th of April, with the voltmeters and ammeters available at school and the datasheet for the motors.  

 

 

18/04/2024 

As the mounting bracket had arrived in the mail on this day, I decided to begin putting it together 

(Fig. 10) to be as prepared as possible for the arrival of the camera modules on the 20th. 

Construction proved to be tricky, as all the nuts, screws and bolts provided were very small. I was 

not able to fully build the mounting bracket, but I will continue tomorrow. 

 

 

 

19/04/2024 

My goal for today is answering the following questions to the best of my ability. How can I 

manipulate facial detection libraries or software to run on an Arduino?  

 

Rough notes: 

An API (Application Programming Interface) = A program that enables communication (i.e. enables 

applications to exchange data or functions) between ‘applications’ (i.e. programs with a specific 

purpose). 

 

Types of API: 

 RPC API (Remote procedure calls API) 

o An API that allows an application to call a procedure to run on a serverand have the 

server return the output. 

 REST API (Representational State API)(IBM, no date) 

o A type of API commonly used in web applications defined by 6 criteria: 

1. Every resource on the server should be associated with a unique Uniform 

Resource Identifier and all requests made with a REST API should be in the same 

format 

2. Both the client and the server should be completely independent from each other. 

The only information exchanged is the strictly necessary (e.g. the URI). 

3. All requests must contain the data required for processing. Services cannot store 

client data. 

4. Client-server calls and responses can be layered (i.e. go through several 

intermediates before reaching the client or server). 

5. Resources should be caches on either the client or server whenever possible to 

improve performance. 

6. If the requested resource is executable code, it should only run on-demand. 

Today I veered from the path I set out to follow by looking into a key term which I had seen across 

several sources: application programming interface (API). To summarise, I learned that an API is a 

piece of software designed to allow the exchange of resources between two or more applications. A 

remote procedure call (RPC) API simply passes an input from an application through a locally 

stored program and passes the result back to the external application. Representational state (REST) 

APIs are commonly used in web applications and are defined by a set of constraints which facilitate 

their interactions with these applications.  

 

 

 

20/04/2024 
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Today I had an idea for a potential direction in which my project could move. If executing machine 

learning programs locally on the Arduino is not possible, an RPC API could be used to offload the 

processing to a more powerful computer. 

Rough notes: 

Genius idea: 

If processing facial detection isn’t possible locally, use RPC API to process it for you. 

 

It’s still a face-recognising microwave, it just needs Wi-Fi to work. 

 

22/04/2024 

In reading literature reviews in the field of embedded machine learning, I discovered that the 

processor for the Arduino is simply not powerful enough to execute machine learning programs 

(Branco, Ferreira and Cabral, 2019). In fact, one of the most used computers for embedded machine 

learning prototypes is called a Raspberry Pi. This is a similar looking yet much more powerful 

device. Perhaps I was too hasty in my selection of components. Nevertheless, I have an idea to 

move the project forward. Using an RPC API or some other method of offloading the machine 

learning process to a more capable computer. This would shift the purpose of the Arduino from 

carrying out machine learning to simply acting as a bridge between this more powerful device and 

the physical components of the artefact (i.e. the camera and motors). 

Rough notes: 

While researching embedded machine learning today, I learned that the computational capacities of 

embedded systems typically used with machine learning far exceed that of what I initially decided 

to use. 

 

I am considering the use of an RPC API to compensate for this oversight. 

 

Initially, I selected an Arduino for this task as I thought it would most accurately model the 

constraints of an embedded system, but in hindsight, it appears I was wrong. 

 

Inference = the part of ML model that executes code. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

23/04/2024 

Rough notes:  



 



 
 

To summarise, I started research on this day by looking at embedded machine learning reviews. 

Later, I found a book called Fundamentals of Machine Learning (Buduma and Locascio, 2017) 

from which I learned what matrices are and how their operations work. 

 

24/04/2024 

  



 
To summarise, I continued looking through the book I found on the 23rd (Buduma and Locascio, 

2017), and learned what vector spaces are along with two examples: the null space and the column 

space. Additionally, I learned what an eigenvector is, being a non-zero vector such that when 

multiplied by a matrix, the resulting vector is a scalar multiple of the original vector. This scalar is 

known as the eigenvalue. 

 

25/04/2024 

Rough notes: 

 



 

 

 

To summarise, I learned about a particular form of reinforcement learning, Markov Decision 

Process (MDP). I learned what the constituents of an MDP are, their functions, and how they can be 

optimised to produce more accurate MDPs after training. 

 

 

 

26/04/2024 

I have identified several immediate tasks that must be completed for the project to continue moving 

forwards. These are the following, in descending order of priority. 

 

1. Improve journal coherence and legibility using my mentor’s feedback from last week. 

 Include more critical trains of thought to justify all decisions 

 Summarise all major decisions and events up to this point, each with their own 

justifications. 

 Add citations to notes and entries. 

 

2. Update Gantt chart to reflect changes in aims. 

 Implement an additional task called “Weekly review” 

 

3. Update my skills audit with the feedback I received from my mentor last week. 

 

4. Researching and evaluating deep learning methods. 

 Finish reading Fundamentals of Deep Learning. 

 Maximise exposure to different approaches to deep learning algorithms. 

 Decide how I should  

 

 



 

 

 

Modifications to project timeline 

 

I have made the following modifications to my project timeline to reflect the changes I have made 

to my aims in light of new information and judgements, which I will outline below. 

 

1. I have decided to make research a continuous process throughout the entirety of the project. 

I thought this was appropriate, as the past week has prompted me to change some of the 

basic objectives and defining features of the project. I think that similar, less radical changes 

are likely to occur throughout the project. Continuous research will make this process 

smoother and recurring, allowing me to make critical adjustments with more time at my 

disposal. 

 

2. As outlined in the table above, I have discovered that the limitations of the hardware I plan 

on using for the project is not capable of running ML algorithms locally. As a result, I have 

changed my final objective for this project to the sections “Face recognition program” and 

“Face detection program” to “Designing embedded ML solution” and “Developing 

embedded ML solution” respectively. These more accurately describe my future objectives 

for the project which are the following, as I currently do not have a firm grasp on the fine 

details of the design of the algorithm I will develop. 

  

Firstly, the coming weeks will be research-intensive, with a focus on maximising the amount 

of information I can collect and understand about ML algorithms and methods. During this 

research, I aim to evaluate several methods and consider how they could be applied to my 

project and design how I will apply the method of choice to my project. This process will 

across span all the days in-between and including 27/04/2024 and 12/05/2024. One should 

note that one of the weeks of this new design and research phase has replaced one of the 

weeks previously dedicated to programming. 

 

Secondly, from 13/05/2024 to 09/06/2024 I will be developing the algorithm for my artefact. 

Naturally, testing of the program will take place alongside development and any necessary 

research simultaneously. At this time, few concrete details are known about what will take 

place during this section of the project, but I will decipher these as research progresses. 

 

3. I have decided to shift the section labelled ‘Collecting data’ to the time in which I will be 

developing the program for my artefact. I done this as I am still unsure of what this will 

entail, because more research is required. However, I predict that if data collection becomes 

a necessary part of the development process, which it is likely to, it will probably occur in 

the development stage. 

 

 

 

 

 

 

 

 

 



Rough notes:  

 

 
I looked into a bit more of Fundamentals of Deep Learning and decided to move on to a paper the 

book mentioned about another form of reinforcement learning. Upon first glance, the journal article 

was almost unintelligible, even after broadening my knowledge of machine learning. Thus, I took a 

step back and decided to look at mapping notation, which was being used heavily in the paper. I 

later came back to the paper a little more informed, however, I moved on as it didn’t seem to be 

getting me any closer to my aim for the EPQ. 

 

 



03/05/2024 

Rough notes: 

 

To summarise, I tried looking at some literature which is more focused on the subject matter of my 

project. What is Machine Learning? A Primer for the Epidemiologist was one of the more helpful 

texts, as it reinforced some of the concepts I had already come across in a format aimed at non-

specialists in machine learning. 

 

09/05/2024 

 

While justifying many of the past actions I have taken over the course of this project, I noticed an 

incorrect detail in the Gantt chart I produced on the 26th of April. The two weeks which I had 

omitted due to mock exams appear to be one week later in the diagram than they are in reality. I 

have corrected this and produced a new version (Fig. 6) 

 

From this diagram (Fig. 7), I thought of two main approaches I could take for this problem: 

◦ An asynchronous approach: 

▪ The Arduino captures and transmits a single image at a time to the server.  

▪ For each image, the server processes the data and transmits an appropriate command 

to the Arduino (i.e. send another image or move motors). 

▪ The Arduino waits until the command is received and carries out the instruction 

specified. 

▪ The cycle repeats indefinitely. 

 

◦ Or alternatively, a synchronous approach: 

▪ The Arduino continuously sends images to the server, while listening for an event. 

▪ The server processes this data as it is received and transmits the required instruction 

for each image. 



▪ Once the Arduino receives the message, an event handler will allow the Arduino to 

immediately begin processing the instruction. 

▪ The cycle repeats. 

 

In the end, I ruled in favour of the asynchronous approach (Fig. 7). This is because I was afraid that 

the rate of data transmission from the Arduino would likely be faster than the rate of data processing 

on the server. As a result, many images collected by the Arduino would be lost with a synchronous 

approach. 

 

I also considered several communication media for transferring data between the Arduino and the 

server. I have evaluated these modes of communication in Table 1 

 

 

After considering the benefits and detriments of each method, I decided to use 2.4 GHz Wi-Fi. This 

is because it is facilitated greatly by the integrated Wi-Fi transceiver on the Arduino (ESP32-S3) 

and boasts a much higher data rate. 

 

10/05/2024 

 

Inspired by the design process of the A Level Computer Science NEA, I decomposed my project 

into several objectives. 

 Objective 1. Data is successfully captured by the Arduino from the camera module. 

 Objective 2. The Arduino successfully processes captured data and sends it to the server. 

 Objective 3. A simple image pre-processing algorithm prepares the image data for the object 

detection algorithm. 

 Objective 4. The object detection algorithm successfully identifies an area of the image in 

which a face is likely to be contained within. 

 Objective 5. A simple selection program successfully uses the output of the object detection 

algorithm to generate an appropriate command for the Arduino. 

 Objective 6. The server successfully transmits this command to the Arduino. 

 Objective 7. The Arduino successfully receives, processes and executes the instruction 

received from the server. 

 

Objectives 1 and 2 required a detailed understanding of the data types and data structures to be used 

throughout the project. To obtain this, I conducted research into the data produced by various 

components and libraries which I would use for the project, using a variety of resources. 

 

Firstly, I investigated how data is sampled from the camera module. Data transmission from the 

OV7670 is controlled using the Serial Camera Control Bus (SCCB) signals and VGA 

signals(OmniVision Technologies, Inc., 2006) 

. The SCCB signals on the camera module consist of the following.  

 

 SCCB_E is controlled by the master device and determines when the transmission cycles 

begin and end. For example, data transmission can only occur when the SCCB_E signal is at 

logical 0. On the other hand, a transmission cycle ends when the SCCB_E signal is set to 

logical 1. 

 

 SIO_C is another master device signal and indicates the beginning and end of transmission 

for each bit. For example, a bit can only begin to be transmitted when this signal is at logical 

0 and transmission can only end when it is at logical 1. 



 

 SIO_D is a signal which can be controlled by either the master or slave device. This is a 

bidirectional signal which carries data from the slave or master device. 

 

The OV7670 also has a range of VGA pins which are used for further coordination and data 

transmission. 

 Horizontal Synchronisation (HSYNC) is a signal which marks the beginning and end of data 

transmission for a row of pixels in an image. 

 Vertical Synchronisation (VSYNC) is a signal which the beginning and end of data 

transmission for all rows of pixels in an image. For example, rows of pixels can only begin 

to be transmitted when the VSYNC signal is at logical 0. On the other hand, rows of pixels 

can only cease to be transmitted when the VSYNC signal is at logical 1. 

 

 Finally, there are 8 additional pins dedicated to transmitting data about the pixels themselves 

to the master device. 

The OV7670 and SCCB datasheets greatly deepened my knowledge about the transmission of data 

between the OV7670 and the Arduino. However, this proved to be minimally useful. In fact, this 

information only mildly aided me in understanding the documentation for the OV67X Arduino 

library. 

 

Next, I began to look into the functions of a particular library for interacting with the OV7670 

through an Arduino. I discovered the OV767X library through the catalogue of Arduino libraries on 

the Arduino reference website. An issue I quickly encountered with this library was the lack of 

documentation explaining its features and functions. To overcome this hurdle, I carefully analysed 

the files which make up the library with my own programming knowledge and the official C++ 

documentation provided by Microsoft(Tyler Whitney, Alderson Chiu, et al., 2021; Tyler Whitney, 

Kent Sharkey, et al., 2021). 

 

 The enum data structure was a little difficult to get my head around at first. This data 

structure consists of an array with ‘string-integer’ pairs. These pairs consist of a string which 

has an associated integer value. For example, an emum data structure with values 

[“Monday”, “Tuesday”, “Wednesday”,”Thursday”,”Friday”,”Saturday”,”Sunday”] 

would be equivalent to an integer array of values [0,1,2,3,4,5,6]. This allows collections of 

integers to be stored with improved code readability. 

 

 The OV767X class contains the methods which are most relevant for my project. The 

begin() method for this class defines the resolution of images collected, the colour format 

and the frame rate. 

 The ReadFrame() method takes a single-dimensional array of bytes as a parameter and 

writes the data for all pixels in a given frame as collections of bytes. These collections of 

bytes represent values for luminance and colour in the colour format defined in 

OV767X.begin(). 

 

17/05/2024 

 

I began to look into how to use the ESP32-S3 Wi-Fi transceiver on the Arduino to fulfil Objective 2. 

Scouring the official Arduino website(Arduino LLC, 2023a) led me to a list of examples for the use 

of the ESP32-S3 transceiver with the Arduino. This page made a note of the use of the WiFiS3 

library, which provided the classes and methods for wireless communication over 2.4 GHz Wi-Fi. 

 



Initially, finding documentation for the WiFiS3 library was challenging. To overcome this, I took a 

similar approach to my encounter with the OV767X library. Carefully analysing the files which 

make up the WiFiS3 library(Arduino LLC, 2023b)I made a key discovery. The WiFiS3 library is 

primarily made from another very similar library called Wi-Fi. This library was made for the Wi-Fi 

shield for the original Arduino UNO.  

 

18/05/2024 

To test whether the socket.py library was capable of what I needed for my project, I slightly 

modified a test program (Python Software Foundation, no date) to create two complementary 

programs shown below. The first image waits until it receives a connection from the second 

program, decodes the message received and sends the message back to the client. The second image 

shows a program which takes a message from the user, connects to the server program and sends 

the message. 

 



 

 

 

24/05/2024 

Today I received feedback on my EPQ work up to this point from a peer. The feedback I received 

suggested that I do the following: 

1. Include and evaluate more resources in my work. 

2. Meet deadlines more consistently. 

3. Make more links between research and subject matter. 

4. Place a greater emphasis on research methods. 

5. Focus research selection to be as relevant as possible to the project. 

6. Demonstrate skills application. 

7. Be more critical of decision making and describe this evaluation process. 

For the remainder of the day, I improved the work I had produced up to this point following the 

feedback I had received. 

 

31/05/2024 



 

 



 

I followed a circuit diagram I found for the OV7670 and the Arduino (Abhimanyu Pandit, 2019) 

and followed it successfully. However, while running a test program for the OV767X library, I got a 



slew of errors. This was due to a compilation error, since the library was made for a different of 

Arduino to the one I was using. In fact, the Adafruit OV7670 library also gave a similar error. 

 

 

 

 

 

13/06/2024 



 



 

I heavily revised my plan for the remainder of the time I had available to me, with the July deadline 

for the EPQ rapidly approaching. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



14/06/2024 

Rough notes: 

 

During this Friday EPQ session, I recreated the circuit I made on the 31st of May to test the camera 

module with the Arduino UNOs available at school and see if I got a different result. However, I ran 

out of time to do this completely. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



20/06/2024 

Rough notes: 

 

 

 

I started looking at the documentation for the machine learning Python libraryi Keras(TensorFlow, 



2024). From here, I started to build my knowledge of the library so I could create a design for the 

neural network which would carry out face detection. 

 

21/06/2024 

Rough notes: 

  
Today I had my mid-term review. My EPQ mentor suggested I review the earlier entries of my 

journal, as they lack cohesion and a narrative that can be followed. Additionally, he pointed out that 

my skills audit should explain more profoundly why I am aiming to improve the skills I picked. For 

the rest of the day, I focused on improving the work I had produced with these suggestions in mind. 

 

24/06/2024 
Things I’m missing before proceeding to traditional design stuff: 

 NN and layer design 

 Input pipeline design 

 

08/08/2024 

After leaving the EPQ for quite some time due to shifting my focus to the university application 

process in July as a result of the extension of the EPQ deadline, I returned to continue developing 

the design of the neural network. At this point, I had decided to focus on the software aspect of my 

artefact, as the hardware was producing too many difficulties. 

 

13/08/2024 

I have decided to cease development of my artefact and enter the final writing stage of the EPQ. 

This is due because I think the amount of work required to complete the artefact before the 

September deadline is too much for me to handle in a reasonable amount of time. 

 

 



Figures 

 
Figure 2 

Figure 1 – A Gantt chart showing the order and length in which the tasks making up this EPQ will take place. Weeks coloured in grey are for times during which I 

predicted I would not be able to do any work regarding my EPQ. The tasks are the following.  

‘Interview’ refers to the Henry Morris Award interview, which is the final step in the application process for funding.  

‘Creating presentation materials’ refers to the creation of some figures and visual aids for the Henry Morris Award interview. 

‘Collecting data’ refers to the initial idea I had of collecting images of the faces of a few people (i.e. of colleagues and myself) to support the training process of the 

facial recognition program I aimed to create. 
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Tables: 

Table 1 

Component Justification 

SG90 Servo motors After carrying out some research (Servo Motor Sizing Basics Part 1 - Core 

Concepts, 2017; Servo Motor Sizing Basics Part2 - Technical, 2019; Quick 

Guide to Servos, 2020; Types Of Electric Motors - DC | AC | Synchronous | 

Brushless | Brushed | Stepper | Servo, 2020; How to pick the right SERVO 

MOTOR for your project: Picking the right Torque., 2022; Servo Motors, how 

do they work?, 2022)into the several types of electric motor and their uses, I 

decided that a servo motor was appropriate for this project. This is because 

unlike many other types of AC and DC motor, servo motors can be controlled 

precisely. 

 

The SG90 servo motors appeared reasonable for this project. I calculated an 

upper-bound estimate for torque that would be required. The SG90 motor met 

this requirement with a maximum rotational torque of 2kg/cm. 

Arduino At the time of selecting components, I was taking part in the medical device 

challenge project. This gave me some experience in working with Arduino. I 

decided to use an Arduino for two reasons. 



 

1. I thought that the simplicity of the Arduino would accurately represent the 

capabilities of computers found in embedded systems because it has a 

microcontroller (Arduino LLC, 2024). 

 

2. I thought my experience with Arduinos would give me an advantage in this 

project, easing the programming aspect of this endeavour and helping me 

meet deadlines more easily. 

Camera module  Camera has a low output resolution. Therefore, the processing carried out by 

the Arduino would be less intensive.(OmniVision Technologies, Inc., 2006) 

 

Table 2 

Transmission medium Advantage Disadvantage 

Bluetooth Convenient. Provides direct 

connection between two devices. 

Data transmission rate is too low. 

Maximum rate of 2Mbps. This 

would result in a single image 

taking at least 3.69 seconds to 

transmit. 

 

Connection deteriorates quickly 

over large distances. 

 

More likely to experience data 

loss. 

2.4 GHz Wi-Fi Devices can be connected to 

each other wirelessly. Higher 

maximum data transmission rate 

of 150Mbps. 

Introduces more hurdles to 

overcome in implementation. 

For example, both devices must 

be connected indirectly via a 

wireless access point and a 

router. 

 

More likely to experience data 

loss. 

Serial communication Physical transmission medium, 

more reliable. Less likely to 

experience packet loss. 

Limited by a low data rate of 

115250bps 

USB – C Physical transmission medium, 

more reliable. Less likely to 

experience packet loss. 

Also limited by a low data rate 

of 115250bps 

 



 

Table 3 – Shows the initial selection of components I proposed to the Henry Morris Memorial Trust 

for funding across 3 images. 



 



 

i A library is a programming tool consisting of pre-written code used to simplify programming tasks. 

                                                


